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ABSTRACT

The aim of this paper is to make suggestions for improving the Georgian Na-
tional Corpus based on selected linguistic processes. The Georgian National
Corpus is currently the most developed and detailed corpus of the Georgian
language. One of the reasons for this is the included annotation of the texts,
the variety of text genres, and the size of the corpus. While the morphosyntac-
tic analysis of the texts is great, there is room for improvement in the seman-
tic-pragmatic analysis, especially as far as the semantic-pragmatic analysis of
functional elements is concerned. Many factors make this issue very interest-
ing, such as grammaticalisation processes or the fundamental development of
language. Implementing this type of analysis is essential, especially when it
comes to adequate translations by machine translations. The paper contains an
approach for analysing functional elements using the example of the particle
Xom.
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INTRODUCTION

The 21st century, along with the rapid development of information technologies,
brought significant changes to any scientific field and, of course, also to linguistics.
The classical grouping of languages established in linguistics has been replaced by
a new paradigm of classification. If the traditional classification paradigm included
genetic (classification of languages into families according to their genetic rela-
tionship), typological (classification of languages according to their morphological
structure) and relational classification (classification of languages according to their
relational type into, e.g. nominative-accusative, ergative-absolutive and active-sta-
tive alignment), today the paradigm of language classification has changed and the
focus of language classification added to the quality of the languages’ digital repre-
sentation. What is meant here is the existence of big data both from a quantitative
point of view (textbases and speech data of hundreds of millions of tokens) and
from a qualitative point of view (high level of annotation quality, electronic dic-
tionaries, grammar resources such as bases of grammatical morphemes and rules,
sentiment analysis, treebank, etc.). Thus, according to the approach of language
classification, languages are grouped into High Resource Languages (HRL) and
Low Resource Languages (LRL). Of the alleged 7,000 languages in the world, only
20 languages have sufficient resources to perform the tasks of Natural Language
Processing (NLP). Despite the fact that a large number of monolingual and bilin-
gual digital resources have been created for the Georgian language (GNC, 2024;
Georgian Dialect Corpus, 2024; Rustaveli Goes Digital - Parallelkorpus, 2024), it
is still classified as a low-resource language (see RichardLitt, 2024). To change this
status of the Georgian language, a number of tasks need to be solved, such as the
enhancement and further development of the Georgian National Corpus (GNC) —
some of the proposals will be presented below.

In general, during the construction of a corpus, the general principles of corpus
construction (corpus structure) should be considered, on the one hand, and on the
other hand, the structural and grammatical features of the language of the resource
embedded in the corpus, which will be considered when creating the corpus search
system - the corpus manager. For the efficient use of the corpus, the methodologi-
cal aspect is also important, in particular, the relationship between data and theory
(theoretical qualification of data), the so-called 3A perspective (Wallis & Nelson,
2001: 311ff), namely annotation, abstraction and analysis:

* “Annotation consists of the application of a scheme to texts. Annotations
may include structural markup, part-of-speech tagging, parsing, and nu-
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merous other representations.

* Abstraction consists of the translation (mapping) of terms in the scheme in
a theoretically motivated model or dataset. Abstraction typically includes
linguist-directed search but may include rule-learning for parsers, for ex-
ample.

* Analysis consists of statistically probing, manipulating and generalising
from the dataset. Analysis might include statistical evaluations, optimis-
ation of rule-bases or knowledge discovery methods” (Agapova, 2014, p.
282).!

The advantage of an annotated corpus is that users can use it for a wider range of
research issues and conduct experiments using the corpus manager.

The higher the degree of annotation in the corpus, that is, the more annotation levels
are provided in the corpus, the more useful the given corpus is for interdisciplinary
research, on the one hand. On the other hand, annotated corpora are needed to im-
plement natural language processing (NLP) and to train artificial intelligence (AI)
for a given language.

METHOD

Two extensive databases have to be mentioned when discussing the Georgian lan-
guage, namely Thesaurus Indogermanischer Text- und Sprachmaterialien (TITUS)
(University of Frankfurt, n.d.) and Georgian National Corpus (GNC) (Georgian
National Communications Commission, n.d.). The former comprises corpora of
ancient Indo-European languages (such as Avestan, Vedic Sanskrit, Phrygian, or
Umbrian) and also materials in more recent Indo-European as well as neighbouring
languages, among them the South Caucasian languages (such as Georgian, Megre-
lian, Svan and Laz) but TITUS does not contain as many textual resources for Mod-
ern Georgian as GNC. The National Corpus of the Georgian Language (GNC) is the
largest corpus created for the Georgian language (more than 202 million tokens),

1 Wallis, S. (n.d.). Annotation takes a set of texts and adds linguistic information to it, enriching it
and identifying instances

of linguistically meaningful entities and relations. At this point, the resulting enriched dataset (‘cor-
pus’) is usually distributed to the research community. Abstraction is the researcher’s explorato-
ry process of establishing a mapping between concepts they wish to research, and representations
found in the corpus (text + annotation). It also maps the structured corpus to a regular dataset that
can be analysed by conventional statistical methods. The key linking element in abstraction is a
corpus query. Analysis is the process of applying statistical and other methods to data that has been
abstracted in this way. Retrieved from https://www.ucl.ac.uk/english-usage/staff/sean/
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which is the reason. GNC belongs to the type of diachronic corpora, which com-
bines Old, Middle, and Modern Georgian language resources. The corpus includes
both resources of the written Georgian language from ancient monuments (inscrip-
tions, handwritten sources) to the present day, and samples of oral speech - the
Georgian dialect corpus is integrated into the corpus. When it comes to text genres,
GNC is a balanced corpus containing religious, historical, juridical and political
texts. The latter two genres are also represented as separate sub-corpora. Neverthe-
less, the corpus requires further development both in terms of genre and quantity.

Figure 1: The sub-corpora of the GNC

< c A Nicht sicher  gnc.gov.ge/gnc/corpus-list?session-id=257417867772900

885 Joforgeman 7960L 96M36mma 3mM3Mbn

GNC Home Corpus list
About the project
Using the GNC Select corpora from the list below by clicking on their names. Then click on “"Query the selected corpora” below or go
Documentation directly to the Concordance page.
Publications 5
Size
Corpus (words & Updated Description
Corpus list punctuation)
Text list GNC Old Georgian 7101021 2022-12-31 Georgian National Corpus, Old Georgian
Query GNC Middle Georgian 1432262 2019-06-25 Georgian National Corpus, Middle Georgian
Concordance GNC Modern Georgian 1993022 2023-01-01 Georgian National Corpus, Modern Georgian
Collocations
i GRC 202 728 329 2016-12-05 Georgian Reference Corpus
Word List
Text GDC 1694 362 2015-09-14 Georgian dialect corpus
Overview GNC Political texts 1436 075 2019-08-06 Georgian National Corpus, Political texts
Grammatical
features GNC Law texts 1495985 2019-04-15 Georgian National Corpus, Old and Middle Georgian, Law texts
L GNC Megrelian 89 404 2015-09-14 Georgian National Corpus, Megrelian
arse
GNC Svan 473 180 2015-09-14 Georgian National Corpus, Svan

In addition to the Georgian language, the GNC includes resources for other
South-Caucasian languages - Megrelian and Svan. Both the textual material pub-
lished in these languages and the modern oral resources (which only represent
a fraction of what TITUS has to offer) were obtained and processed within the
framework of the international scientific projects implemented at the University
of Frankfurt (TITUS, ECLinG, SSGG), are presented here. A large Georgian ref-
erence corpus (GRC) is included, which contains less thoroughly processed texts
from various fictional and non-fictional domains.

GNC is an annotated corpus - the corpus manager allows for both simple and com-
plex searches in the corpus. In the case of a complex search, it is possible to find a
word form according to one or several grammatical features combined.
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Figure 2: Example of a complex search in the GNC
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The corpus search engine also allows you to search the corpus for phrasal construc-

tions:

Figure 3: Searching interface for phrasal constructions in the GNC (a phrase con-

taining a numeral, an adjective and a noun in the ergative)

c A Nicht sicher

ddd

gnc.gov.ge/gnc/simple-query

The Georgian National Corpus

Joormemn 760L 96Mm36Mmn 3mMH3Ln

B English v | O Use transliteration | Sign in

- JCE)

GNC Home
About the project

Using the GNC Advanced search | switch to Basic search

GNC sbsgmn Joormenn, GRC :: Query

Documentation

Publications [features = ("Erg" "Num")] [features = ("A" "Erg")] [features
—_— = ("Erg" "N")] 4
Corpus list
! - - -
Text list [ Run Query | | [ Reset || Build graphical query | | & show query expression | Saved queries .
Choose positional constraints: | () Ignore structural positions
‘ Query ‘
Concordanie [0 oo )0 o [0 oger
Collocations [-] word= [-] word=| - | word =
Word List [-] features: "Erg" "Num" [-] features: "a" "Erg" - | features: "Erg" "N"
Text repetition: 1 v repetition: (1 v repetition: [1 v
Overvied) N Additional constraints for this position Additional constraints for this position: |, Additional constraints for this position: |,
Eratmmatlca\ dipl dipl dipl
eatures simplified lemma simplified lemma simplified lemma
lemma lemma lemma
Parse reference reference reference
struct struct struct
or or or

The results of the search are then displayed in the corresponding concordance:
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Figure 4: Results of the search

<

c

A Nicht sicher

gnc.gov.ge/gnc/concordance

Advanced search | switch to Basic search | Query history ..

[features = ("Erg"” "Num")] [features =

("A" "Erg")] [features

= ("Erg" "N)] )
Run Query | | Refine | window: [ Stop | | saved queries .

Done. Running time: 21.42 sec. (4.87 CPU sec.)

Type: [kwic || att: [word v | (J show line filter | Attributes ... | Structures ... ((J show in match) | Page size: | Context size: | 500pX v

Hit 1 - 30 of 5068 |

corpus
gnc-kat
gnc-kat
gnc-kat
gnc-kat
gnc-kat
gnc-kat
gnc-kat
gnc-kat
gnc-kat
gnc-kat
gnc-kat
gnc-kat
gnc-kat
gnc-kat
gnc-kat
gnc-kat
gnc-kat
gnc-kat

Ane_lat

cpos
1329646
1433750
1406893
1318913
611206
418303
1086533
670550
906857
609849
406999
2044127
976205
976197
2100699
1211444
568491
433965

1028208

Next | | Go to | Download (O Excel mode) | Copy query URL

09 (00 9B HIMBI300 8n837(Mn 13X, §303nb 03, SN 0LAY, Sbn
336005, Bb03500! Fosdogo! </p> <p> <Ib/> 01NMMIB 96N FNB N3G
3ol <Ib/> 3095n 3nMMAN 9 385, (93oMMBs, BEMBMIBS <Ib/> (O
2 333040 oMe3IML Ba3Bs3L. 3mI@b bmBn MBS AbEMa, — 013 9o~
200 346001 98 MEbM §39Yo6o8n? </p> <p> <Ib/> = 300 AAL odRIBL! ~ M3sbmbs

match v
501305 VNS 01n1Yd3S
00060 §3MNENABAS sBMIS
b3 bb3s 3Gy
9633 o3FYIOBS 3HNGM3MLAS
2Monds ofmmmads 33mM3g0

>3 39630 B33 - MHGMM): 5 <Ib/> 05073 , 0b 39ymos. ", 9nbym M8 0138533 dmGe3)d
39305 MM 01§3b, MOGMA MBS 3XIMMEIN?! - EEbMS dm) 9 0. - 9Mcd> 03! dmbds
0 b3, 9B, 3ol i) 3900303 3m@am@3000 (- 9Meds 3903 EasbIbEINLES

1 MGMA 39mM 670093000 §3030L SGNNMIOMM 396L. 300770%7 MHMA SENMEES,
<Ib/> BHM3 o7 1BnBM 3533000l O 333Ma3NHBEALM, NdsBEOBIB. <Ib/> RHS
7> 0> BmanG 303dNMBN 3oaB3BIL. 33NSMS MMIAMBEMBS FIMNGEES. <Ib/>
736! 3mN3ndF 3009693, 3B OIETMN 3530b 30HBM G aoMP3I3ES,
18900bs> 0 bnB3sMBN. 3m3nBog 93,90 MBs 8837607MBs MI8” BoEENGY, 93 .,
9 017600709, 953Mod dbmmmeo MEB9ds3n, NdJLY s bNB3SM3N. 3m3nbog 93 .
3, bO35bBIME GoAMLIMSE oM LM, </p> <p> ND Lopedmb, 30683k 8900093
</p> <p> - 03060 0 E3INNIL, 3B BMABNEM! </p> <p> Hmame 046,
Ib/> 699 3m303MmB7, MM dmx23o3nfal LobmBn 35630 spof 39Mdmnsb. <Ib/>

<head> <Ib/> (Mo3MS> </head>

A ARmMAMTAAL mln AmaRm Aanfmian alfmmmmAms s Sns mn Ammamlo

203> 9mbs Jomds

96035 dmbbg3nemds ydoh3nm-3o300
96035 dMbMEIdOYMAS bmazemyemds
963 BbTYoBBS JoEds

1610085 8837609635 0P7d

9M0ds 83376nMA> comad

9603 35MHnBymds JoMon3gmads
BB badoMam 3389653

2Mnds MoMomm 8700163350
960035 M36MM3> nvamBod

ARMAL mlin AmaRm AnAmkana A

Linguistics & Literature

B (@G

3900500MdNBL bBIMMBY - 01dmm! - dmBnIbENM3CS ¢
, <Ib/> 50035 O MaMBIdD 3AONBS. </p> <p> <
. 3nBeod 3ongm MMAS nBybn Sbyon bndMm3nmaby? <
L </p> <p> = 3D, doBMBM, (0> 39H03IAL 396 36
. = <Ib/> 7bm 37ys658n Mo nB7dna! ... obg amBnY,
RBoobo: <lb/> 603 of oM b dmy3oBoemn o3 Gnabdn,
bO9MNMU 31MNn MMaMB MBS 359Mb?! LadsMosmn
RHBLMBL 3MMEMEIION NONENLEN 30MaBI3ES o
37mfMb oomdoba: A376n dndqdng NdBIBM oS Nb93 dm:
36985 1N s B <Ib/> Bnoaom UnBAMBBL. Yndr
bn3300nMNL Gnb sNofy <Ib/> Loxsfmeo 390¢0a0: 09 *
BN bESES, 3967 3ony3965 > FMBMEaNBIC bl
" o0x7Md, 8nbn 83neng HmENbdg 3oBn3MMBIdMY, ¢
” 89030006y, 99,908 39376nM3S EMI3” OSXIMY, 1
ALEMAB ,mIMHmL LoFANLEN" B3NS, S M0Y350L
29330960, dmmEls 30006580 553830960 N XY, ¢
30 353m36060 Godoemn. H1dn 63hN3N <Ib/> c3MNCo or
0M3500M0LS> M33MBS, EILEYIIMS 0130bn 3ohqBs, 1By

Ammlc ms knfsmlc Ans mARMAL 3AR M A RyAums AR

The high degree of annotation in the corpus allows for morphosyntactic and syn-

tactic analysis:

Figure 5: Parsing of a sentence
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GNC was created within the framework of international scientific cooperation in

the years 2012-2019. Both European (Frankfurt University, University of Bergen)

and Georgian scientific and educational institutions (Georgian National Communi-
cations Commission, n.d.) participated in its creation.

147



Caucasus Journal of Social Sciences Volume 17, Issue 1, 2024

The quality of big data annotation is crucial for Al tasks. The quality of data anno-
tation refers to the accuracy and consistency of data labelling for machine learning
models. It is crucial to ensure that the algorithms learn effectively from the anno-
tated data provided. High-quality data annotation leads to more accurate predic-
tions and better model performance. It also implies a multi-level system of analysis,
which includes morphological, morphosyntactic, syntactic, pragmatic, and seman-
tic levels. In the case of speech data, in addition to text, audio and video resources,
suprasegmental analysis is also provided. Suprasegmental features help to convey
meaning, structure and emotional undertones in oral communication. They affect
the way syllables, words and sentences are pronounced and influence the meaning
and perception of spoken language at a higher level.

The GNC is characterised by a relatively high level of token annotation, which in-
cludes both the lemma and grammatical features of the token, as well as other rele-
vant information (source, author, title, date of the text, suprasegmental annotations,
etc.). Below, an example from the nominal morphology is provided:

Figure 6. Search result of the noun d>w>%090dn “in the stores”

~
< C A Nichtsicher gnc.gov.ge/gnc/concordance 3] (@ Gast/} 3
GNC Home Basic search | switch to Advanced search
About the project  |dsmsbogddo
Using the GNC Y
Documentation Run Query | | | Refine | window: [document v] | [ Stop | | Saved queries
Publications Done. Running time: 0.10 sec. (0.03 CPU sec.)
Corpus list Type: [kwic__v] | Att: [word v || (J Show line filter | Attributes .. | Structures ... ((J show in match) | Page size: | Context size: [ 500px v
Text list Hit 1 - 30 of 1301 | Next | | Go to: 1 Download (0 Excel mode) | Copy query URL
Query corpus  cpos match
Concordance gnc-kat 696932 mn@n3mbago, 3060 ymozngms. 303060 ab 30 6 sMnb, babmMboom 4. 19030 MB393M© MM 1d7d0L MMAIT Looz MMl 30639 Joend.
Collocations gnc-kat 778242 jomfMqbaco JormmMn mmbnbdngddnl Aoba@omiomaco: 14ndcmeb MBros 3973emm, mobn1d8n  3973Ynds, 3 039MNB013NL MG I3 3
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?e;at:‘rr::tlcal gne-kat 1787449 v sbmf@ndb@nt, 85aMsd 336300 bojmBImn n§810meos, Mg ma3mmAtIcNt | simplified lemma: dopabns 892380k &
gne-kat 1787474 jmozoqo 3nnhBngl oo 3o0GY3n@IL, 0N 101300, Moo 76 ofin b3 s lemma: doms%a(s] 7 3968 2600
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The same applies to search results from the verbal morphology and uninflectable
words:
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Figure 7: Search result of the verb &fmosangd s
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In the case of uninflectable words, as shown in Fig. 8, the syntactic-pragmatic func-

tion is indicated: xom - Adv Disc (discourse adverb). However, a certain part of
the tokens in GNC is not annotated, which is due to the fact that the issues of the
functional grammar of the Georgian language are still theoretically unresearched

and have only been studied in fragments. Accordingly, the grammatical characteri-
sation of some words in the corpus is either inaccurate or the grammatical features

are not defined at all - in such a case, only “unknown” is indicated. Below, we
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discuss several works related to GNC annotation system improvement and corpus
development proposals and present my proposal regarding the annotation of invari-
ant words in the corpus.

DISCUSSION

In order to achieve a high-quality annotation, specific phenomena of any given
language must be considered - structural features, grammatical processes in the
language, functional-semantic and pragmatic meaning of linguistic elements, and
other specific features. This applies not only to simple elements of the corpus, such
as word forms, but also to complex structural units, such as phrasal structures. In
my opinion, further development of GNC requires the refinement of the specific
phenomena of the Georgian language. Below, I will present suggestions for im-
proving the annotation of the Georgian National Corpus, using examples of simple
elements and complex constructions.

One of the linguistic phenomena of the Georgian language is approximative verbs;
these elements represent a symbiosis of the nominal and verbal domain, as the
marker used for approximativeness originates from the nominal domain and is suf-
fixed to a fully inflected verb. The suffix -vit (‘like, as”), which is typically suffixed
to a noun in the nominative or the dative case (the former applies to nouns with con-
sonantal stems, the latter to nouns with vocalic stems), can also be found suffixed to
nouns in the genitive case, which is the rarest among the cases in combination with
the suffix (Kamarauli, 2023, p.52).

Figure 9: Example of an approximative verb, classified as “unknown”
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The GNC has not yet provided a classification for such constructions, so these
are labelled as “unknown”. What I propose is the following: when verbs are anal-
ysed as usual according to the grammatical markers such as person, number, tense,
etc., another feature must be added, namely verbal approximativeness (AppV). The
morpheme expressing approximativeness (APP: bsgoom) should be added at the end
of the grammatical features:

Cft.:
EXAMPLE GRAMMATICAL FEATURES
99350069dws V MedAct Impf <S> <S:Nom> S:3Sg
Vs.

0939006gMmdL3000  AppV MedAct Impf <S> <S:Nom> S:3Sg APP: bsgom

One of the important challenges in the analysis of the Georgian language is the
issue of annotation of uninflectable elements - particles, conjunctions, adverbs,
conjunctions. The correct annotation of functional elements is indispensable for
solving both semantic analysis and treebank tasks.

Below, I present my annotation approach of functional elements on the example of
the functional-semantic analysis of the particle xom.

The particle xom is analysed as an interrogative particle in scientific literature, in
particular as:

- An interrogative particle, which 1. is used in interrogative clauses and de-
notes confirmation, and 2. is used together with a negative word (o6, 396,
565306...) and indicates doubt (Explanatory Dictionary n.d);

- An interrogative particle-morphemoid, which a) expresses confirmation in
interrogative clauses, b) expresses doubt with negative morphemoids (no,
can, nobody), ¢) is used in negative constructions to express the function of
a request (Jorbenadze, K’obakhidze & Beridze, 1988: 474-475);

- Itis used when asking a question and wanting to have the answer confirmed
(Georgian Dictionary n.d);

- Itis annotated as a discourse adverb in the National Corpus of the Georgian
language (Georgian National Corpus n.d.).

In the reference sub-corpus of GRC, xom is statistically one of the most frequently
used particles.
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Cf.

Table 1: Frequency of particles in the GNC
PARTICLE FUNCTION HITS
ar negation (neutral) 1821586
ki affirmation 784365
u condition 738435
ver negation (potential) 350503
xom affirmation 128056
nu negation (prohibitive) 37945
gana elicitation 14520
ho affirmation 10984
nutu elicitation 8778
aki evidentiality 4025

The functional-semantic analysis of the particle xom, which is presented below,

relies on the resources provided by the GNC. Both classic research methods and
corpus linguistic research methods are used to analyse the examples. Additionally,

substitution, elimination, permutation and paraphrasing tests were also used in the

research. The corpus linguistic analysis showed that the particle can convey more
functional semantics than in the definitions presented above. In addition, the con-

ducted analysis showed that the following parameters are crucial for determining

the functional semantics of the particle xom, which will be introduced below:

e Clause type (declarative, interrogative, imperative, etc.),

e [ts position in the sentence (initial, midfield, final position),
e Ability to transpose and the resulting scope effects,

e Ability to combine with other uninflectable words in a sentence.

The particle xom usually appears in interrogative clauses and is used with an inter-

rogative-affirmative function. It can be placed as sentence-initial, mid-sentence, or
sentence-final. Below, every mentioned instance is shown.

e Initial position:

(la) Xom

AFF

karg-i

g€00d-NOM.SG

152
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‘It is a good idea, right?’

(1b) karg-i azr-i-a xom?
£00d-NOM.SG idea-NOM.SG-COP AFF

‘It is a good idea, right?’

(Ic) karg-i azr-i-a?
g00d-NOM.SG idea-NOM.sG-CoP

‘Is it a good idea?’

As the examples above show, it is possible to transpose the particle xom in (1a-b)
and even omit (1¢) from the sentence. In the case of transposition, the sentence
maintains the semantics of confirmation (affirmativeness). Therefore, the probable
answer is ‘yes’. In the case of omission, affirmativeness is lost, and the sentence
becomes a ‘yes/no’ question - the answer can be either positive or negative.

Both sentences (1a) and (1b) require a positive answer. The difference between
them is the speaker’s attitude: in (1a), the speaker offers his opinion to the listener,
which is affirmative and conveys the speaker’s position; as a result of the transpo-
sition of the particle in (1b), the speaker expects the listener to confirm the opinion
expressed by him.

The following example confirms that the particle xom placed in the final position
expresses the expectation of confirmation from the listener:

(2a) ramden-ze gagvarige me da  besarion-i?

how much.pAT.sSG-on settle.s2sG.0lpL. AOR I.NoM.SG and Besarion-NOM.SG

otxas-i manet-i unda moeca xom?
fourhundred-Nom.sG =~ Mane- MPTCL  give.S3SG.PLU- AFF
t1-NOM.SG PERF

‘How much money did me and Besarion agree on thanks your help? He should
have given me 400 Manetis, right?’ (Davit kldiasvili, Soloman Morbelaze)

When the particle xom is placed in the initial position, the speaker expects the lis-
tener to confirm the amount of money:
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(2b) ramden-ze  gagvarige me da  besarion-i?
how much. settle.s2sG.0lpL.AOR  [.NOM.SG and Besarion-Nom.
DAT.SG-ONn SG
xom  otxas-i manet-i unda moeca?

AFF fourhundred-Nnom. Maneti-NOM. MPTCL give.S3SG.PLUPERF
SG SG

‘How much money did me and Besarion agree on thanks your help? He should
have given me 400 Manetis, right? ’

Example (2a) is an interrogative clause, and the answer requires specifying the
amount. In the following example, (2b), the speaker states the amount himself and
waits for the addressee to confirm it. Both sentences are affirmative sentences, but
in the second example, the affirmation is given from the perspective of the speaker,
and in the first case, the affirmation requires confirmation from the perspective of
the listener.

e Mid-sentence position:

A similar functional semantics can be observed when the particle is in the second
position:

(3a) Cven xom adre-c Sevxvedrivart ertmanet-s?

WE.NOM.SG  AFF early-Foc meet.S1PL.PERF each other-pat.sG

‘We have met each other before, haven’t we?’

(3b) Cven adre-c Sevxvedrivart ertmanet-s xom?

We.NOM.sG  early-Foc meet.s1PL.PERF each other-pDAT. AFF
SG

‘We have met each other before, haven’t we?’ (confirmation from the listener’s
perspective)
(3b) Cven adre-c Sevxvedrivart ertmanet-s?

We.NOM.sG  early-Foc meet.S1PL.PERF each other-par.
SG

‘Have we met each other before?’ (neutral semantics - ‘yes/no’ question)
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The particle xom can also be used as a discourse element; A relatively extensive
context is provided below, where the particle conveys a presupposition:

Table 2: Excerpt from the novella ‘The Little Prince’, chapter 15

Okeaneebi tu aris thvens planetaze? | *“Has your planet any oceans?”

Ver getqvi, - tkva geograpma. “I couldn’t tell you,” said the geographer.
Al - patara uplisculi ar moeloda aset | “Ah!” The little prince didn’t expect such
pasuxs. an answer.

Arc mtebi? “Not even mountains?”

Verc magaze gipasuxeb. “I couldn’t answer that either.”

Kalakebi, mdinareebi an udabnoebi? | “Towns, rivers or deserts?”

Verc magaze getqvi rames. Rac ar “I couldn’t tell you that either. What I

vici, ar vici, - miugo geograpma. don’t know, I just don’t know” — an-
swered the geographer

Magram tkven xom geograpi xart? | “But you are a geographer, right?”

In this context, the particle xom is a pragmatic element, namely a presupposition
marker. If we omit the adversative conjunction magram ‘but’ in the last sentence,
we get the following expression: thkven xom geograpi xart? ‘You are a geographer,
right?’. Here, the presupposition is clearly readable, and it is marked in the sen-
tence with the particle xom. By eliminating it, the presupposition in the sentence is
lost - the sentence turns into a simple ‘yes/no’ question: tkven geograpi xart? ‘Are
you a geographer?’. The adversative conjunction magram ‘but’ makes the speak-
er’s position even stronger: the geographer’s answers in the discourse (lack of geo-
graphical knowledge) surprise the speaker since he expects the geographer to have
this knowledge. The opinion of the speaker in the last sentence is critical, which
is marked by the adversative conjunction magram in the initial position, and to
convey his position, the speaker uses an affirmative sentence with the particle xom.

e Final position and scope effects

The possibility to transpose elements also brings some changes in scope and, there-
fore, semantics. The following examples have been constructed to demonstrate the
functionality and the resulting scope effects of the particle xom when transposed:
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(4a) xom luka-m dalia sam-i lud-i?
AFF Luka-ErG.sG drink.s3sG.A0R three-NOM.SG beer-NoM.sG
‘Luka drank three beers, right?’

(4b)  luka-m xXom dalia sam-i lud-i?
Luka-ERG. AFF drink.s3sG.AOR three-NOM.SG beer-NoM.SG
SG

‘Luka drank three beers, right?’

(4c)  luka-m dalia xom sam-i lud-i?
Luka-eErG. drink.s3SG.AOR AFF three-NOM.SG  beer-Nom.sG
SG

‘Luka drank three beers, right?’

*(4d) luka-m dalia sam-i xom lud-i?
Luka-erG. drink.s3sG.AO0R three-NOM.SG AFF beer-NoM.SG
SG

‘Luka drank three beers, right?’

(4e)  luka-m dalia sam-i lud-i xom?

Luka-ErG. drink.s3sG.A0R three-NOM.SG beer-NOoM.SG  AFF
SG

‘Luka drank three beers, right?’

In (4a), the proper name ‘Luka’ is inside the scope of the particle xom; the speaker
wants to ensure that the mentioned person drinking three beers is Luka and not
another person. In (4b), the process of drinking is inside of the scope of the particle
xom; the speaker wants to make sure that the three beers were drunk and not poured
away. In (4c), the numeral sami ‘three’ and the modified head element /udi ‘beer’
are within the scope of the particle xom; the speaker wants to make sure that it was
three beers that were drunk by the protagonist and not, e.g. four cocktails. At this
point, the following conclusion can be made: the particle refers to phrases and not
individual elements of the phrase, which is the reason why (4d) is incorrect as xom
cannot split the phrase, transform it into a discontinuous one and still be grammati-
cally correct. As for the last example (4e), where the particle is placed sentence-fi-
nal: the protagonist, the act of drinking and also the beverages are all within the
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scope of xom. Additionally, with the sentence-final positioning of xom, the speaker
asks for confirmation from the hearer.

The particle xom can also be used in declarative clauses, but in such cases, it does
not function as an interrogative particle anymore but only expresses the semantics
of confirmation (affirmativeness):

(5) qvela did-i xom  bavsv-i igo odesgac
eVery.NOM.SG big-NOM. AFF child-Nnom. be.s3sG. atsome time
SG SG AOR

‘After all, all adults were children once.” (Antoine de Saint-Exupéry, The Little
Prince)

(6) pativmogvare kac-is tval-si xom gvela
vainglorious.GEN. man-GEN.SG €Y€.DAT.SG- AFF €Very.NOoM.
SG in SG
adamian-i mis-i tagvanismcemel-i-a
human-NoM.sG his-NOM.sG worshipper-NoM.sG-cop

‘In the eyes of a respectful man, every human is his worshipper.” (Antoine de
Saint-Exupéry, The Little Prince)

Declarative clauses with the particle xom are often used as an argument that rein-
forces/justifies the statement expressed in the discourse. These sentences show an
unmarked argumentative structure since they do not contain argumentation mark-
ers. These types of sentences mainly use the verb gopna ‘to be’ - they are copula
sentences and convey conventional or conversational implications.

The opinion that such sentences serve as argumentations is methodologically diffi-
cult to justify in the case of simple sentences, but in case of more complex syntactic
constructions, we can the method of paraphrasing:

(7a) carmodgena-c  ara akvs mosalodnel saprtxe-ze,
idea.NOM.SG- NEG have.s3sG.PRES  expecting.DAT.SG ~ danger.DAT.SG-
FOC on
gavipikre  me. mas xom  arasodes  gamoucdia
think.s3sG. L.Nom.sG he.NOM. AFF never experience.s3SG.PERF

AOR

SG
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Simsil-i da cqurvil-i
hun- and  thirst-NoM.sG
ger-NOM.SG

‘He has no idea about the impending danger, I thought. - He has never experienced
hunger and thirst.” (Antoine de Saint-Exupéry, The Little Prince)

-> Paraphrasing the second sentence

(7b) vinaidan mas araso- gamoucdia $imsil-i
des
as he.NOM.SG ~ never  experience.S3SG.PERF hunger-NOM.SG
da cqurvil-i
and thirst-NOM.sG

‘As he has never experienced hunger and thirst.’

(8a) me unda  vizruno mas-ze.  igi xom
INnom.sc  MPT- care.slsGc.orr  (s)he. (s)he.NoM.sG AFF
cL DAT.SG
iset-i sust-i da iset-i gulubrgvilo-a
such-Nom. weak-NoM.sG and such-NOM.sG naive.NOM.
SG SG-COP

‘I have to care about her/him. He is so weak and so naive.” (Antoine de Saint-Exupéry,
The Little Prince)

—> Paraphrasing the second sentence

(8b) vinaidan  igi iset-i sust-i da
as (s)he.NOM.sG  such-NOM.SG weak-NOM.SG and
iset-i gulubrqvi-

lo-a

such-NOM. naive.NOM.
SG SG-COP

‘As he is so weak and so naive.’
As shown in the examples (7a-b) and (8a-b), we can consider that the particle xom
is used as an argumentation marker when it is realised in the midfield of declarative

sentences.
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In interrogative sentences, the particle can be realised in combination with the mod-
al word Seizleba ‘can’ (1635 such cases are confirmed in the GNC) and conveys
possibility, permission or assumption in all three positions:

©9) [..] xom Seizleba  tan ragac gkitxot?
[...] AFF can at the something.NoM.sG ~ ask.s1SG.02PL.OPT
same time

‘[...] I can ask you something at the same time, right?’ (Journal Literaturuli palitra,
2008)

(10) magram kac-i-c xom jSeizleba igos mecqvile!
but man-NOM.SG-FOC ~AFF  can be.s3sG.  partner.NOM.SG
OPT

‘But a man can also be a partner, can’t he!” (Tariel Canturia, Orni kupesi)

(11) Sen-tan ertad rom trailer-it vimgzavro, xom $eizleba?
YOU.DAT.SG- together  that trailer-iNsT. travel.slsG. AFF  can
WITH SG OPT

‘Is it possible for me to travel with you in a trailer?’ (Akaki Gegenava, Mogzauris
dgiurebi)

The combination xom sei3leba can also be used in declarative clauses:

(12a) magram zog3er vpikrob: xom Seizleba rom
but sometimes  think.S1SG.PRES AFF can that
adamian-s  sakme daavicqgdes.
human-pAT. business. forget.s3sG.03sG.0PT
SG NOM.SG

‘But sometimes I think: a human can forget about the business, can’t he.” (Antoine
de Saint-Exupéry, The Little Prince)

(12b) magram zog3er vpikrob: Seizleba xom rom
but sometimes think.s1SG.PRES can AFF that
adamian-s  sakme daavicqdes?
human-pAT. business. forget.s3sG.035G.0PT
SG NOM.SG
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‘But sometimes I think: a human can forget about the business, right?’

(12¢c) magram zog3er vpikrob: Seizleba rom adamian-s
but sometimes think.s1SG.PRES can that human-DpAT.SG
sakme daavicqdes
business. forget.s3sG.03sG.0PT
NOM.SG

‘But sometimes I think: can a human forget about the business?’

In the case of elimination of the particle xom as shown in (12c), the dependent
clause requires a transformation into an interrogative clause, which can function
as a rhetorical question. The paraphrase of this sentence would be: “A man cannot
forget his work.” In the case of the transposition of the particle xom in the second
position in (12b), the affirmative sentence with the semantics of possibility is pre-
served, but the perspective changes: the speaker expects to receive confirmation
from the listener.

The combination xom Seizleba can also be in the second position as in the next
example, and here too the particle xom conveys the expectation of the speaker to
receive confirmation:

(13) ese-c xom seizleba igos literatura?
this.NOM.SG-FOC AFF can be.s3sG.oPT literature.NOM.SG
aman-a-c xom  Seizleba bestseler-is saxel-i
thiS.ERG.SG-EMPH.V-FOC AFF can bestseller-GEN.SG name-NOM.SG
moixveCos?

£ain.s3sG.03SG.oPT

“This can also be literature, right? This can also gain the title of a bestseller?’ (Nene
Kvinikaze, laguarebis tekno)

Declarative clauses with the particle xom are characterised by more intensity,
the persuasive power of the opinion expressed by the speaker is greater, which is
strengthened by the repetition method used in this case. Accordingly, these types of
sentences are often found in the speeches of politicians.

In interrogative sentences, the particle xom is often found in combination with the
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negation particle ar, although the negation particle itself is not desemanticised (also
called semantic bleaching), but the meaning of the sentence does not convey nega-
tion on a pragmatic level. In such sentences, both particles xom and ar should be
considered as one functional element ‘xom-+ar’. In case of transposition and elim-
ination, they are moved or eliminated together. The combination of xom and ar is
used in the initial position during a polite question:

(14a) xom ar  gciva? vs. (14b) gciva?
AFF  NEG being cold.s2SG.PRES being cold.s2SG.PRES
“You are not feeling cold, are you?’ ‘Are you cold?’
(15a) xom ar  dagavicgdeba? vs. (15b) dagavicgdeba?
AFF  NEG forget.s2sG.03sG.FUT forget.s2sG.03sG.FUT
“You won’t forget, will you?’ ‘Will you forget?’
(16a) xom ar  gecqineba? vs. (16b) gecgineba?
AFF  NEG being offended.s2sa. being offended.s2sG.03sG.FUT
03SG.FUT
“You won'’t feel offended, will you?’ ‘Will you feel offended?’

The combination xom+ar is mostly found in the second position, and depending on
which verb it is combined with, it conveys different semantics:

¢ Questions with propositional semantics:

(17a) rame xom ar ginda?

something.NOM.SG AFF NEG want.s2SG.03SG.PRES

‘Do you want anything?’ (Akaki Gegenava, Mogzauris - offering to bring/buy
dgiurebi)

VS.
(17b) rame ginda?
something.NOM.SG want.s28G.03SG.PRES
‘Do you want something?’ - yes/no question
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e Question with the semantics of doubt:

(18a) brma xom ar aris?

blind.NoM.sG AFF NEG be.S3SG.PRES

‘(S)he isn’t blind, is (s)he?” (Niko Lomouri, Pacia mego- -> expressing doubt
brebi)

Vs.
(18b) brma aris?
blind.NoM.sG be.s3SG.PRES
‘Is (s)he blind?’ —> yes/no question

e Question with clarification/inquiring semantics:

(18a)  Pikria xom ar ginaxavs?
Pikria.NOM.SG  AFF NEG see.S358G.02SG.PRES
“You haven’t seen Pikria, have you?” (Mixeil 3avaxisvili, —> inquiring

Arsena marabdeli)

Vs.
(18b)  Pikria ginaxavs?

Pikria.NoM.SG  see.$3SG.02SG.PRES
‘Have you seen Pikria?’ - yes/no question

e Rhetorical question:

(19a)  umizezo-d xom  ar gaqares?
groundless-ADV.SG ~ AFF NEG expell.s3pL.03PL.AOR

‘They weren’t expelled without reason, were they?’ -> rhetorical

(Radio Tavisupleba, 18.02.2004)

Vs.

(19b)  umizezo-d gaqares?

groundless-ADV.SG expell.s3PL.03PL.AOR

‘Were they expelled without reason?’ - yes/no question

Undoubtedly, there are more combination possibilities and more semantic classifi-
cations, which will be dealt with in an upcoming work, as it would go beyond the
scope of this paper.
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RESULTS

The functional-semantic analysis of uninflectable elements is utterly significant not
only for refining the theoretical model and for creating a functional grammar of the
Georgian language, but it also has practical significance for the development of lan-
guage technologies, especially for the improvement of automatic translation. None
of the currently available translation programs can adequately convey the semantic
difference in Georgian sentences from a functional-semantic point of view:

Figure 10: How Google translates sentences with and without the particle xom

= Google Translate 3

Hp Text M Images B Documents BN Websites

Georgian - Detected English Spanish French v & English Spanish Arabic v

bmd 3560 sHG0s? 5 Is that a good idea? sty
6. Cf.:

39630 5BM0s bmd? Is that a good idea?

39630 5VM0s? good idea?

396 bmd s@®3 J93b39M035Mm 9HmTsbgols? Have we met before?

6. Cf.:

B396 5M93 893b39@M0Z5G0 gHmAsEgml bmd? Have we met before?

396 5M93 893b39M0ZM gHAsBgmL? Have we met before?

As shown in Fig. 10, Google Translate does not differentiate between the meaning
of sentences with or without the particle xom, which makes the significance of such
an analysis all the more necessary.

CONCLUSIONS

The analysis and the variety of examples in the present paper have shown that the
particle xom, even though invariant, can trigger different readings depending on the
position and combination of other elements. Several relevant factors such as clause
type (declarative, interrogative), the position of the particle in the sentence (initial,
midfield, final position), the ability to transpose and the resulting scope effects or
the combination ability with other uninflectable words in a sentence, determine the
functionality and the semantics of the particle in relation to the sentence.

From the presented analysis in this paper leaves, I can conclude as follows:

e In initial or final position, the particle xom refers to the whole sentence but
triggers different readings:
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a. In initial position, the affirmation requires confirmation from the
perspective of the listener;

b. In final position, the affirmation is given from the perspective of the
speaker;

The particle xom refers to entire phrases and not to single elements of phrases;
When combined with the negation particle ar, the combination xom+ar has
to be considered one functional element;
Depending on the position xom+ar, the sentence can have different semantics:
a. In initial position, the sentence can convey politeness;
b. In midfield position, the following semantics can be conveyed:

i.

ii.
iii.
v.

Propositional semantics,
Semantics of doubt,
Clarification/inquiring semantics,
Rhetorical question.

The analysis of the particle xom showed that in order to accurately understand and
translate Georgian, not only a morphosyntactic but additionally a semantic-prag-
matic analysis should be implemented. Of course, there are still many relevant as-
pects left to research; this paper served to present a first approach and to open the
topic for future research.

ABBREVIATIONS
ADV adverbial case MPTCL modal particle
AFF affirmative NEG negation
AOR aorist tense/aspect NOM nominative case
COP copula 0 object
DAT dative case OPT optative
EMPH.V emphatic vowel PERF perfect tense/aspect
ERG ergative case PLUPERF plusquamperfect
EXT.V extensional vowel PRES present tense
FOC focus PL plural
FUT future tense S subject
GEN genitive case SG singular
INST instrumental case 1/2/3 1st/2n4/31 person
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