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ABSTRACT

The paper aims to determine the various variables affecting property crimes 
(theft, robbery, burglary) in the South Caucasus (Azerbaijan, Armenia, and 
Georgia). For this purpose, we used panel data from three countries – regis-
tered property crimes from 1997 to 2018. Using the first difference estimator 
of the GMM, we studied the effect of deterrence, socio-economic, geograph-
ical, and other variables on property crime rates. The analysis revealed that 
past crime and urbanization positively affect property crime, while the clear-
up rate and real wage change have negative effects. However, the study does 
not confirm a statistically significant relationship for other economic variables 
used in the empirical analysis, which may be explained by the economic de-
velopment levels of these countries.

Keywords: property crime, deterrence, urbanization, socio-economic factors, 
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INTRODUCTION

The classical theory of crime postulates that criminal action depends on a ratio-
nal individual’s free choice due to evaluating the cost-benefit of an illegal action 
(Becker, 1968; Ehrlich, 1975). In this calculation, the individual considers the risk 
of disclosure, the probability of punishment, and its severity.  Becker (1968) argued 
that the increase in the probability of punishment has a more direct influence on the 
potential criminal than the severity of the punishment.

According to Merton (1938), crime is determined by the gap between the culturally 
recognized goals in society and the legitimate means to achieve them, which pushes 
the individual toward illegal actions. Cohen and Felson (1979) consider crime an 
opportunity. Namely, without crime deterrents, a motivated offender and a suitable 
target increase the likelihood of committing a crime. From the social disorgani-
zation theory’s perspective, the crime rate is high in a community/neighborhood 
where social control mechanisms are weakened. According to various authors, this 
is caused by cultural-value misunderstanding among community members, a lack 
of social bonds, social capital, and collective (Shaw & McKay, 1942; Rose & Clear, 
1998; Sampson et al., 1999). Moreover, the insufficiency of the abovementioned 
can be caused by poverty, unemployment, population mobility, ethnic heteroge-
neity, and many other factors (Shaw & McKay, 1942; Sampson & Groves, 1989; 
Kubrin & Weitzer, 2003).

The broad interest of scholars in the empirical study of the mentioned theories is ap-
parent. However, relatively less attention has been paid to the former Soviet Union 
countries. In these countries, the transition from a socialist regime to a democratic 
system based on market principles has only occurred over the past three decades. 
Among them are South Caucasus countries that also featured armed conflicts in the 
first decade of the re-establishment of independence (Nagorno-Karabakh, Abkha-
zia, South Ossetia, Civil War). These conflicts affected economic transition, jus-
tice, and institutional development. As a result of these conditions, these countries 
have been experiencing a lack of adequate legal means of property protection. At 
the same time, the institution of the ‘thieves-in-law’ (organized crime character-
istic of post-Soviet states) has gained more and more power (Kukhianidze, 2009; 
Kupatadze, 2012; Slade, 2013). Therefore, our purpose is to study crime rates in 
the South Caucasus countries, namely, to empirically examine socio-economic and 
other factors affecting property crime in Georgia, Armenia, and Azerbaijan.

The classical theory pays enormous attention to crime deterrence, from which the 
clear-up rate is singled out. According to the theory, if the crime detection likeli-
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hood is high, it has a negative effect on the crime rate since, in such circumstances, 
there is a high probability of arrest for a potential offender (Saridakis & Spengler, 
2012; Bun et al., 2019). Therefore, one frequently used explanatory variable in em-
pirical studies determining property crime is the clear-up rate (Buonanno & Mon-
tolio, 2008; Han et al., 2013; Engelen et al., 2016).

Some scholars consider inflation to explain the change in the crime rate (Nilsson, 
2004; Tang & Lean, 2007; Nunley et al., 2015; Rosenfeld & Levin, 2016; Rosen-
feld et al., 2018). High inflation is expected to increase crime rates (Devine et al., 
1988). On the one hand, inflation reduces the purchasing power of households. In 
particular, more nominal financial resources are needed under inflation to maintain 
the consumption level. Thus, high inflation implies a decrease in living standards. 
On the other hand, income inequality is anticipated to increase increase (Albanesi, 
2007), which may positively affect the crime rate (Soares, 2004).

Among the economic factors affecting the crime rate, the most widely studied is 
unemployment (Cantor & Land, 1985; Raphael & Winter-Ebmer, 2001; Buonanno, 
2003; Edmark, 2005; Öster & Agell, 2007; Andresen, 2012; Altindag, 2012; Phil-
lips & Land, 2012; Speziale, 2014; Recher, 2019). In addition, from the labor mar-
ket indicators, employee output (wages) is often used (Doyle et al., 1999; Gould et 
al., 2002; Machin & Meghir, 2004). Some scholars consider that if wages increase 
at the bottom, a negative effect on crime is expected. On the contrary, if wages 
increase at the top, it raises inequality among the workers, which can become an 
incentive for low-paid employees to earn income through illegal means (Machin & 
Meghir, 2004; Engelen et al., 2016).

Ehrlich (1975) argues that an educated individual has less incentive to commit a 
crime. Since an individual with low education is anticipated to earn less than the av-
erage wage, it is more likely that the latter will engage in illegal income earning. In 
the case of an educated person, the potential offender’s opportunity costs increase, 
or the punishment imposed on them is relatively expensive (Lochner & Moretti, 
2004). The positive relationship between crime and education is empirically sup-
ported (Edmark, 2005; Buonanno & Leonida, 2006; Buonanno & Montolio, 2008; 
Lochner, 2010; Machin et al., 2011; Bennett, 2018; Nordin, 2018).

A lifestyle change is predicted after divorce. Dramatic lifestyle changes are related 
to crime, so changing an individual’s marital status can lead to committing a crime. 
Some authors have empirically demonstrated a positive relationship between prop-
erty crime and divorce (Nilsson, 2004; Edmark, 2005; Halicioglu, 2012; Halicioglu 
et al., 2012).
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Examining the relationship between the population’s age structure, gender, and 
crime is of great interest to scholars. It is considered that young men are more likely 
to engage in criminal activity (Cohen & Land, 1987; Steffensmeier & Harer, 1987; 
Devine et al., 1988; Levitt, 1998; Levitt, 1999; Buonanno, 2003). Moreover, it is 
widely supported empirically (Entorf & Spengler, 2000; Rickman & Witt, 2007; 
Choe, 2008; Buonanno & Montolio, 2008; Lin, 2009; Hooghe et al., 2010; Altin-
dag, 2012; Han et al., 2013; Engelen et al., 2016; Rosenfeld et al., 2018; Brosnan, 
2018).

Urban locations, characterized by a high density, are considered contributors to 
street crime. In urban areas, the object of the crime is more accessible, and the prob-
ability of a crime being committed is higher. According to Glaeser and Sacerdote 
(1999), city size and crime are related in three ways:

•	 Higher pecuniary returns to crime in urban areas.

•	 Lower probability of arrest in urban areas.

•	 Urban areas’ attraction (or creation) of crime-prone individuals.

On the other hand, in less urban areas and small towns, the police have much more 
information about the population and are more familiar with potential criminals. 
Wilson and Herrnstein (1998) argue that due to the familiarity of the population 
in smaller cities and less dense settlements, the simultaneous informal community 
and formal sanctions for the potential offender are expected to have a more pow-
erful deterrent effect. Several papers deal with the positive relationship between 
urbanization and crime rate (Buonanno & Montolio, 2008; Hooghe et al., 2010; 
Halicioglu et al., 2012; Speziale, 2014). However, a negative relationship was also 
found (Engelen et al., 2016).

METHODS

For the empirical study of the determinants of crimes against property, based on the 
literature reviewed above, we can derive the following econometric model:

            
          (1)

    where

          (2)

1 1it it k it z it y it x it itCR a CR D E S Gβ β β β β ε−= + + + + + +

it i itε η υ= +
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In equation (1), CR - the crime rate is the dependent variable. In addition, the mod-
el includes the lagged dependent variable as an explanatory variable since some 
scholars argue that a criminal past leads an individual to commit crimes in the 
future (Witt et al., 1999; Saridakis & Spengler, 2012; Frederick et al., 2016). The 
other independent variables on the right-hand side are deterrence (D), economic 
variables (E), social factors (S), and geographic/demographic variables (G ). In both 
equations, i denotes countries, where i = 1, 2, 3 ... I, and t denotes time (year), where 
t = 1, 2, 3 ... T. In equation (1), α is an intercept, and β  is the slope, presented for 
each k-, z-, y-, and x-th  explanatory variables. The last term on the right-hand side 
of equation (1) is the unobservable random error. In equation (2), is the unobserved 
time-constant country-specific effect that may be correlated with some independent 
variables. Under such a condition, the assumption Cov(xit; εit) = 0 is violated. Thus, 
it is necessary to eliminate the issue that is possible by first difference transforma-
tion. As a result, we get the following linear dynamic model:

         (3)

where vit is the error term that is correlated with the lagged dependent explanatory 
variable - Cov (CRit-1 ; vit) ≠ 0 (endogeneity).  Because ΔCRit-1 = CRit-1 - CRit-2 is 
correlated with Δvit = vit - vit-1  and CRit-1 correlates with . In addition to the lagged 
dependent variable, endogeneity may be with crime deterrence variables (Reilly & 
Witt, 1996; Levitt, 1996; Witt et al., 1999; Saridakis & Spengler, 2012; Frederick 
et al., 2016). However, dealing with the endogeneity problem can be done using the 
Generalized Method of Moments (GMM). In particular, this is the difference GMM 
estimator (Arellano & Bond,1991). For the First-differences equation, where there 
is an endogeneity problem, we use the lags of their origin levels (t-2) as the instru-
ments. Baltagi (2005; 2021) has well summed up the justification of instrumenting 
the endogenous variable by its lag. Finally, to get a consistent estimate of δ1, δk, δz, 
δy   and δX (N → ∞ with T fixed), the first-difference equation is following:    

            

       (4)

From equation (4), if we take a simple autoregressive model for CRi1, CRi2, CRi3 … 
CRit, first, second, third ... observation, we derive the following: 

1 1it it k it z it y it x it itCR CR D E S Gδ δ δ δ δ υ−∆ = ∆ + ∆ + ∆ + ∆ + ∆ + ∆

1 1 1 2 1 1 1 1 1( ) ( ) ( ) ( ) ( ) ( )it it it it k it it z it it y it it x it it it itCR CR CR CR D D E E S S G Gδ δ δ δ δ υ υ− − − − − − − −− = − + − + − + − + − + −

1 1 1 2 1 1 1 1 1( ) ( ) ( ) ( ) ( ) ( )it it it it k it it z it it y it it x it it it itCR CR CR CR D D E E S S G Gδ δ δ δ δ υ υ− − − − − − − −− = − + − + − + − + − + −
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                  (5)

                 (6)

              (7)

In this case, CRi1 is a valid instrument since it is highly correlated with (CRi2 - CRi1) 
and not correlated with                 as long as the  are not serially correlated. Like 
CRi1, CRi2 is valid as long as it is highly correlated with (CRi3 - CRi2) and has no 
correlation with                , etc.

RESULTS

Among property crimes, three main types- robbery, burglary, and theft- and their 
clear-up rate are discussed. The data source on crime is the annual reports published 
by the official statistics offices of Georgia, Azerbaijan, and Armenia (https://www.
geostat.ge/en ; https://www.armstat.am/en/ ; https://www.stat.gov.az/?lang=en). In 
the case of Georgia, additionally, the data for the years 1997-2012 were requested 
from the Ministry of Internal Affairs (https://police.ge/en). Data on the number 
of prisoners, real wages, divorce rates, and urbanization were also obtained from 
the mentioned sources. Other demographic variables, such as total population, age, 
and gender, are obtained from the database prepared by the UN Population Divi-
sion (https://population.un.org/wpp/). Changes in the consumer prices index and 
the GDP per capita (at constant prices, PPP) are from the WEO database of the 
International Monetary Fund (https://www.imf.org/en/data). The employment rate 
and education level are from the databases of the International Labor Organisation 
and the UNESCO Institute for Statistics (https://ilostat.ilo.org/; http://uis.unesco.
org/).

The data we used covers the period 1997-2018 in the South Caucasus—Armenia, 
Azerbaijan, and Georgia. Economic, social, and demographic variables are present-
ed, which are expected to be factors in property crime (see Table 1).  

Since the data includes crimes registered by the police, imperfect recording is ex-
pected to exist (Lin, 2009). This problem is reflected not only in the crime rate but 
also in the clear-up rate. As a result, this increases the measurement error (Levitt, 
1996). However, the actual crime rate is assumed to be proportional to unreported 
(Ehrlich, 1996). Accordingly, the problem can be alleviated by transforming the 
variable into the natural logarithm. The logarithmic form of variables reduces the 

3 2 2 1 3 2( ) ( ); 3i i i i i iCR CR CR CR tδ υ υ− = − + − =

4 3 3 2 4 3( ) ( ); 4i i i i i iCR CR CR CR tδ υ υ− = − + − =

5 4 4 3 5 4( ) ( ); 5i i i i i iCR CR CR CR tδ υ υ− = − + − =

3 2 2 1 3 2( ) ( ); 3i i i i i iCR CR CR CR tδ υ υ− = − + − =

4 3 3 2 4 3( ) ( ); 4i i i i i iCR CR CR CR tδ υ υ− = − + − =
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range between variable values, reducing the impact of crime reporting bias and 
outliers (Choe, 2008;Saridakis & Spengler, 2012;Frederick et al., 2016). There-
fore, our dependent and independent variables (except price changes and real wage 
growth) will be used in the logarithm. 

The models we selected are valid. We utilized Arellano and Bond’s one-step first 
difference estimator, where the original level lag (t-2, t-3, t-4 ... t-n) was used as an 
instrument for the endogenous variables. To test the validity of the instruments, we 
used Sargan’s J statistic. The null hypothesis assumes that the instruments used are 
valid. Hence, the null hypothesis may not be rejected under the conditions of the 
valid instruments. The instruments used with 6 out of 8 models are valid. In the case 
of robbery, all models meet the validity test, and only four are suitable for burglary.

Regarding autocorrelation, we used the Arellano and Bond test. Here, the null hy-
pothesis for the first AR(1) and the second AR(2) - order is based on the absence 
of autocorrelation. Therefore, the null hypothesis should not be rejected for sec-
ond-order AR(2) and be rejected for first-order AR(1), respectively. As a result, the 
absence of first-order autocorrelation is rejected for all types of property crimes, 
and vice versa for second-order is not rejected (see Table 2).

Our analysis reveals a statistically significant positive relationship (P < 0.001) be-
tween the current and past crime rates, confirmed in all valid models. A similar 
result is found with the clear-up rate, which negatively correlates with the property 
crime rate (p < 0.001). Also, there is a statistically significant positive association 
between urbanization and the crime rate (P < 0.001). However, no statistically sig-
nificant relationship is found between the population proportion of young and mid-
dle-aged men and the crime rate (see Table 2).

As for the labor market indicators - in the two models, the negative effect of the real 
wage is statistically significant at 0.05 and 0.1. On the other hand, there is no statis-
tically significant relationship between employed young men and property crime. 
In contrast, an increase in the employment rate of men aged 25+ has a positive 
association (P < 0.001). A similar result exists between tertiary education and the 
aggregated property crime rate  (P < 0.5).

In contrast to the aggregate crime rate, in some models, a statistically significant 
negative relationship between the clear-up rate and robbery rate is confirmed only 
at 0.1. Also, there is no significant relationship between the robbery rate, urbaniza-
tion, and other variables. There is a statistically significant positive relationship be-
tween both crime categories - robbery and burglary and the lagged rate (P < 0.001), 
and the clear-up rate of robbery is associated with a decrease in the crime rate (P 
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< 0.001). There is no evidence of the effect of urbanization, real wage growth, and 
employment rate on the robbery and burglary rates (see Table 3  & Table 4).

The share of theft in property crimes is high. The positive association between the 
theft rate and its lag is confirmed at 0.001. Also, urbanization has a relatively large 
impact, statistically significant at 0.001. Namely, other things being equal, an in-
crease in urbanization leads to an increase in theft (see Table 5). On the other hand, 
improving the detection of the mentioned crime category leads to a reduction in 
crime, confirmed at 0.001.

Finally, we have seen that all models are valid. The magnitude of impact under dif-
ferent types of crime is explained by different independent variables. In some cases, 
evidence of the influence of theoretically expected variables is not found.

DISCUSSION

The results of our analysis allow us to prove that the property crime (theft, robbery 
and burglary) rate is determined by its lag. Moreover, our estimates are the range 
obtained using a similar model by other authors (Witt et al., 1999; Buonanno & 
Montolio, 2008; Saridakis & Spengler, 2012). Also, the analysis established that 
the clear-up rate, other things being equal, decreases the property crime rate. Such 
an effect is more visible in theft and burglary, whose coefficient is between -0.19 
and -0.43 and repeats the results of a similar empirical model (Saridakis & Spen-
gler, 2012; Curry et al., 2016). As for other variables, a statistically significant re-
lationship with urbanization is confirmed. Namely, other things being equal, an in-
crease in the share of residents in an urban settlement is associated with an increase 
in thefts. In this case, urbanization, population age distribution and growth (first 
difference of GDP per capita) are similar to the results obtained by other authors 
with a similar empirical model (Howsen & Jarrell, 1987; Buonanno & Montolio, 
2008). Like Han et al.(2013), we find no evidence of a statistically significant rela-
tionship between labor market indicators and property crime rates. In more detail, 
the authors examined data from England and Wales (1992-2008) but found no ev-
idence of a labor market effect on property crime. However, similar to our results, 
the coefficient of the dependent variable lagged in the theft was between 0.60 - 0.68 
(Han et al., 2013). In contrast to the latter, our study revealed a significant negative 
relationship between real wage growth and theft and burglary rates.
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CONCLUSION

We studied the socioeconomic factors of property crimes (robbery, burglary, and 
theft) in South Caucasus countries from 1997-2018. For this, we used Arellano 
and Bond’s one-step first difference estimator. Our analysis confirms that the high 
crime rate in the previous period and urbanization are positively associated with 
current crime rates. In addition, the clear-up and the change in real wages have a 
negative effect on property crime. Evidence for the effects of urbanization and real 
wage is particularly robust in theft. 

Evidence for the effect of urbanization on property crime provides empirical sup-
port for both classical and sociological theories of crime. In urbanized areas, there 
is a greater concentration of property, which increases the opportunity for a po-
tential offender to receive benefits. On the other hand, the probability of arrest is 
relatively low because, in such areas, it is relatively tricky for the police to find a 
circle of suspects (Glaeser & Sacerdote, 1999). According to classical theory, this 
increases the net benefit of the potential offender. Furthermore, in sociological the-
ory, the possibility of social (informal) control decreases in urban areas since there 
are fewer social ties (Sampson & Groves, 1989).  

We do not have enough evidence for the effect of other socio-economic indicators 
on property crime. The economic development of the South Caucasus countries can 
explain this. All three countries are developing economies. Some scholars argue 
that development brings social conditions with a specific and different relationship 
to crime. As a result, property crime will increase, and violent crime will decrease 
(Shichor, 1990; Arthur & Marenin, 1995). Suppose the development benefits do 
not improve the whole population’s well-being and are distributed only to high-in-
come groups. Under such circumstances, poor people are more likely to commit 
property crimes since the opportunity to earn more income through illegal activities 
increases. Therefore, it is expected that there is a non-linear relationship between 
development and property crime. Empirical proof of this requires, on the one hand, 
an individual-level (micro) study and, on the other hand, a larger sample and time 
series.
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Table 2: Property crim
e rate (theft, robbery, burglary)  

Independent variables 
Dependent Variable - Property crim

e  
M

odel 1 
M

odel 2  
M

odel 3 
M

odel 4 
M

odel 5 
M

odel 6 
M

odel 7 
M

odel 8 

Property crim
e t-1   

.679*** 
.663*** 

.636*** 
.663***  

.764*** 
.651*** 

.669*** 
.721*** 

Clear-up rate  
 -.346*** 

-.187*** 
-.384*** 

-.432*** 
-.283*** 

 -.336*** 
-.333*** 

-.23*** 

Prisoners 
.0561  

.109 
-.00548 

-.126* 
.00651 

-.0962 
-.104 

.0608  

W
age grow

th 
 -.00359 

  
-.00572* 

-.00727** 
-.00492 

-.00192 
_ 

-.0028 

GDP per capita  
_ 

.0512 
_ 

_ 
_ 

_ 
_ 

_ 

Inflation 
 .00254 

_ 
.00144 

.00303 
.00513 

.00591 
.00548 

.00554 

Em
ploym

ent 14-24  
-.461 

-.443 
_ 

.131 
_ 

_ 
-.1 

_ 

Em
ploym

ent 25+  
2.84*** 

_ 
_ 

_ 
_ 

_ 
_ 

_ 

Education 
.344* 

.527*** 
.36** 

  
.523** 

_ 
_ 

.495***  

Divorce  
-.0239 

_ 
-.206*** 

-.211*** 
-.0479 

_ 
_ 

-.0399 

Urbanisation  
_ 

_ 
8.44*** 

9.29*** 
  

5.88*** 
5.99*** 

  

Share of m
ales aged 15-24  

_ 
_ 

_ 
_ 

-.0425 
-.0317 

_ 
_ 

Share of m
ales aged 25-34 

_ 
_ 

_ 
_ 

-.652 
_ 

_ 
_ 

Share of m
ales aged 35-44  

_ 
_ 

_ 
_ 

_ 
_ 

_ 
.195 

m
1 

0.0023 
0.0024 

0.0008 
0.0014 

0.0009 
0.0030 

0.0039 
0.0015 

m
2 

0.7985 
0.5806 

0.3551 
0.2963 

0.4521 
0.2923 

0.3404 
0.4868 

J 
0.2455 

0.0619 
0.3311 

0.1761 
0.1316 

0.0118 
0.0105 

0.0806 

N 
60 

60 
60 

60 
60 

60 
60 

60 
Note: * Statistically significant at the 0.1; ** statistically significant at the 0.05; *** Statistically significant at the 0.001. m

1 and m
2 of the first and second order autocorrelation 

test; J Sargan Test. 
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Table 4: Burglary rate 

Independent variables 
Dependent Variable - burglary  

M
odel 1 

M
odel 2  

M
odel 3 

M
odel 4 

M
odel 5 

M
odel 6 

M
odel 7 

M
odel 8 

Burglary rate t-1  (ln) 
.441*** 

.687*** 
.4929*** 

.4688*** 
.346*** 

.451***  
.464*** 

.403*** 

Burglary clear-up rate  
-.504*** 

-.169* 
-.6162*** 

-.6174*** 
-.498*** 

-.703*** 
-.551*** 

-.528*** 

Prisoners 
.0534 

.131 
-.07427 

-.1211 
.145 

-.153 
-.11 

.0112 

W
age grow

th 
.00133 

  
-.0008299 

-.001269 
.0005 

-.00148 
  

.00226 

GDP per capita  
  

.109 
  

  
  

  
  

  

Inflation 
.0102 

  
.01153* 

.01144* 
.00787 

.0105 
.0137* 

.0125* 

Em
ploym

ent 14-24  
-1.06** 

-.35 
  

-.6664 
  

  
-.847* 

  

Em
ploym

ent 25+  
.657 

  
  

  
  

  
  

  

Education 
.456* 

.54** 
.2573 

  
.596** 

  
  

.24 

Divorce  
-.119 

  
-.1897** 

-.1448* 
-.116 

  
  

-.225*** 

Urbanisation  
  

  
 4.171 

3.56 
  

3.31 
.568 

  

Share of m
ales aged 15-24  

  
  

  
  

1.53*** 
.925** 

  
  

Share of m
ales aged 25-34 

  
  

  
  

 .926 
  

  
  

Share of m
ales aged 35-44  

  
  

  
  

  
  

  
-1.19** 

m
1 

0.0258 
0.0024 

0.0155 
0.0146 

0.0254 
0.0100 

0.0124 
0.0202 

m
2 

0.5800 
0.4023 

0.6403 
0.6512 

0.7635 
0.3093 

0.8336 
0.9703 

J 
0.0794 

0.1955 
0.0782 

0.0626 
0.0370 

0.0450 
0.0406 

0.0387 

N 
60 

60 
60 

60 
60 

60 
60 

60 
Note: * Statistically significant at the 0.1; ** statistically significant at the 0.05; *** Statistically significant at the 0.001. m

1 and m
2 of the first and second order autocorrelation 

test; J Sargan Test.  
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Appendix 1: Detailed description of models 

In our data set, the time series exceeds the individuals, and multicollinearity exists 
(T > N). Therefore, after the variance inflation factors (VIF) test (VIF ≥ 3 ; R2 ≥ 
60), we use the explanatory variables characterised by collinearity separately in 
different models to minimise the problem. All equations are as follows:  

Model 1: There are used incarceration rate (P), real wage growth (Wr), the em-
ployment rate of men aged 15-24 (ErYM), the employment rate of men aged 25+ 
(Er25+M), change in the consumer price index (CPI), the share of the persons with 
tertiary education in the population (E) and the registered divorce (D).

∆𝑙𝑛𝐶𝑅𝑖𝑡 = 𝛿1∆𝑙𝑛𝐶𝑅𝑖𝑡 −1 + 𝛿2∆𝑙𝑛𝐶𝑅−𝐶𝑖𝑡 + 𝛿3∆𝑙𝑛𝑃𝑖𝑡 + 𝛿4∆𝑊𝑟𝑖𝑡  +  𝛿5∆𝑙𝑛𝐸𝑟𝑌𝑀𝑖𝑡 + 
𝛿6∆𝑙𝑛𝐸𝑟25𝑀𝑖𝑡  +  𝛿7∆𝐶𝑃𝐼𝑖𝑡  +  𝛿8∆𝑙𝑛𝐸𝑖𝑡  +  𝛿9∆𝑙𝑛𝐷𝑖𝑡 +  ∆𝑣𝑖𝑡        (1)       

∆𝑙𝑛𝐶𝑅𝑟𝑖𝑡  =  𝛿1∆𝑙𝑛𝐶𝑅𝑟𝑖𝑡 −1 +  𝛿2∆𝑙𝑛𝐶𝑅𝑟−𝐶𝑖𝑡 +  𝛿3∆𝑙𝑛𝑃𝑖𝑡  +  𝛿4∆𝑊𝑟𝑖𝑡  +  𝛿5∆𝑙𝑛𝐸𝑟𝑌𝑀𝑖𝑡 +  
𝛿6∆𝑙𝑛𝐸𝑟25𝑀𝑖𝑡  +  𝛿7∆𝑙𝑛𝐶𝑃𝐼𝑖𝑡  +  𝛿8∆𝑙𝑛𝐸𝑖𝑡  +  𝛿9∆𝑙𝑛𝐷𝑖𝑡 +  ∆𝑣𝑖𝑡          (2)

∆𝑙𝑛𝐶𝑅𝑏𝑖𝑡  =  𝛿1∆𝑙𝑛𝐶𝑅𝑏𝑖𝑡 −1 +  𝛿2∆𝑙𝑛𝐶𝑅𝑏−𝐶𝑖𝑡 +  𝛿3∆𝑙𝑛𝑃𝑖𝑡  +  𝛿4∆𝑊𝑟𝑖𝑡  +  𝛿5∆𝑙𝑛𝐸𝑟𝑌𝑀𝑖𝑡 +  
𝛿6∆𝑙𝑛𝐸𝑟25𝑀𝑖𝑡  +  𝛿7∆𝐶𝑃𝐼𝑖𝑡  +  𝛿8∆𝑙𝑛𝐸𝑖𝑡  +  𝛿9∆𝑙𝑛𝐷𝑖𝑡 +  ∆𝑣𝑖𝑡       (3)

∆𝑙𝑛𝐶𝑅𝑡 ℎ𝑖𝑡  =  𝛿1∆𝑙𝑛𝐶𝑅𝑡 ℎ𝑖𝑡 −1 +  𝛿2∆𝑙𝑛𝐶𝑅𝑡 ℎ−𝐶𝑖𝑡 +  𝛿3∆𝑙𝑛𝑃𝑖𝑡  +  𝛿4∆𝑊𝑟𝑖𝑡  +  𝛿5∆𝑙𝑛𝐸𝑟𝑌𝑀𝑖𝑡 +  
𝛿6∆𝑙𝑛𝐸𝑟25𝑀𝑖𝑡  +  𝛿7∆𝐶𝑃𝐼𝑖𝑡  +  𝛿8∆𝑙𝑛𝐸𝑖𝑡  +  𝛿9∆𝑙𝑛𝐷𝑖𝑡 +  ∆𝑣𝑖𝑡         (4)

 

Model 2: There are used the prisoners (P), real GDP per capita (GDPpc), the em-
ployment rate of men aged 15-24 (ErYM) and the share of the persons with tertiary 
education in the population (E).  

∆𝑙𝑛𝐶𝑅𝑖𝑡  =  𝛿1∆𝑙𝑛𝐶𝑅𝑖𝑡 −1 +  𝛿2∆𝑙𝑛𝐶𝑅−𝐶𝑖𝑡 +  𝛿3∆𝑙𝑛𝑃𝑖𝑡 +  𝛿4∆𝑙𝑛𝐺𝐷𝑃𝑝𝑐𝑖𝑡 +  𝛿5∆𝑙𝑛𝐸𝑟𝑌𝑀𝑖𝑡 +  
𝛿6∆𝑙𝑛𝐸𝑖𝑡 + ∆𝑣𝑖𝑡                (5) 

∆𝑙𝑛𝐶𝑅𝑟𝑖𝑡  =  𝛿1∆𝑙𝑛𝐶𝑅𝑟𝑖𝑡 −1 +  𝛿2∆𝑙𝑛𝐶𝑅𝑟−𝐶𝑖𝑡 +  𝛿3∆𝑙𝑛𝑃𝑖𝑡 +  𝛿4∆𝑙𝑛𝐺𝐷𝑃𝑝𝑐𝑖𝑡 +  𝛿5∆𝑙𝑛𝐸𝑟𝑌𝑀𝑖𝑡 +  
𝛿6∆𝑙𝑛𝐸𝑖𝑡 +  ∆𝑣𝑖𝑡            (6) 

∆𝑙𝑛𝐶𝑅𝑏𝑖𝑡  =  𝛿1∆𝑙𝑛𝐶𝑅𝑏𝑖𝑡 −1 +  𝛿2∆𝑙𝑛𝐶𝑅𝑏−𝐶𝑖𝑡 +  𝛿3∆𝑙𝑛𝑃𝑖𝑡 +  𝛿4∆𝑙𝑛𝐺𝐷𝑃𝑝𝑐𝑖𝑡 +  𝛿5∆𝑙𝑛𝐸𝑟𝑌𝑀𝑖𝑡 

+  𝛿6∆𝑙𝑛𝐸𝑖𝑡 +  ∆𝑣𝑖𝑡            (7) 

∆𝑙𝑛𝐶𝑅𝑡 ℎ𝑖𝑡  =  𝛿1∆𝑙𝑛𝐶𝑅𝑡 ℎ𝑖𝑡 −1 +  𝛿2∆𝑙𝑛𝐶𝑅𝑡 ℎ−𝐶𝑖𝑡 +  𝛿3∆𝑙𝑛𝑃𝑖𝑡 +  𝛿4∆𝑙𝑛𝐺𝐷𝑃𝑝𝑐𝑖𝑡 +  
𝛿5∆𝑙𝑛𝐸𝑟𝑌𝑀𝑖𝑡 +  𝛿6∆𝑙𝑛𝐸𝑖𝑡 +  ∆𝑣𝑖𝑡           (8) 
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Model 3: There are used the prisoners (P), real wage growth (Wr), Urbanization 
rate (U), change in the consumer price index (CPI), the share of the persons with 
tertiary education in the population (E) and registered divorce (D). 

∆𝑙𝑛𝐶𝑅𝑖𝑡 = 𝛿1∆𝑙𝑛𝐶𝑅𝑖𝑡 −1 + 𝛿2∆𝑙𝑛𝐶𝑅−𝐶𝑖𝑡 + 𝛿3∆𝑙𝑛𝑃𝑖𝑡 + 𝛿4∆𝑊𝑟𝑖𝑡  +  𝛿5∆𝑙𝑛𝑈𝑖𝑡 + 
𝛿6∆𝐶𝑃𝐼𝑖𝑡 + 𝛿7∆𝑙𝑛𝐸𝑖𝑡  +  𝛿8∆𝑙𝑛𝐷𝑖𝑡 +  ∆𝑣𝑖𝑡     (9) 

∆𝑙𝑛𝐶𝑅𝑟𝑖𝑡  =  𝛿1∆𝑙𝑛𝐶𝑅𝑟𝑖𝑡 −1 +  𝛿2∆𝑙𝑛𝐶𝑅𝑟−𝐶𝑖𝑡 +  𝛿3∆𝑙𝑛𝑃𝑖𝑡  +  𝛿4∆𝑊𝑟𝑖𝑡 +  𝛿5∆𝑙𝑛𝑈𝑖𝑡 +  𝛿6∆𝐶𝑃𝐼𝑖𝑡  
+ 𝛿7∆𝑙𝑛𝐸𝑖𝑡  +  𝛿8∆𝑙𝑛𝐷𝑖𝑡 +  ∆𝑣𝑖𝑡 (10) 

∆𝑙𝑛𝐶𝑅𝑏𝑖𝑡  =  𝛿1∆𝑙𝑛𝐶𝑅𝑏𝑖𝑡 −1 +  𝛿2∆𝑙𝑛𝐶𝑅𝑏−𝐶𝑖𝑡 +  𝛿3∆𝑙𝑛𝑃𝑖𝑡  +  𝛿4∆𝑊𝑟𝑖𝑡 +  𝛿5∆𝑙𝑛𝑈𝑖𝑡 +  𝛿6∆𝐶𝑃𝐼𝑖𝑡  
+ 𝛿7∆𝑙𝑛𝐸𝑖𝑡  +  𝛿8∆𝑙𝑛𝐷𝑖𝑡 +  ∆𝑣𝑖𝑡 (11) 

∆𝑙𝑛𝐶𝑅𝑡 ℎ𝑖𝑡  =  𝛿1∆𝑙𝑛𝐶𝑅𝑡 ℎ𝑖𝑡 −1 +  𝛿2∆𝑙𝑛𝐶𝑅𝑡 ℎ−𝐶𝑖𝑡 +  𝛿3∆𝑙𝑛𝑃𝑖𝑡  +  𝛿4∆𝑊𝑟𝑖𝑡 +  𝛿5∆𝑙𝑛𝑈𝑖𝑡 +  
𝛿6∆𝐶𝑃𝐼𝑖𝑡  +  𝛿7∆𝑙𝑛𝐸𝑖𝑡  +  𝛿8∆𝑙𝑛𝐷𝑖𝑡 +  ∆𝑣𝑖𝑡     (12) 

Model 4: There are used prisoners (P), real wage growth (Wr), Urbanization rate 
(U), change in the consumer price index (CPI), registered divorce (D) and employ-
ment rate of men aged 15-24 (ErYM). 

∆𝑙𝑛𝐶𝑅𝑖𝑡 = 𝛿1∆𝑙𝑛𝐶𝑅𝑖𝑡 −1 + 𝛿2∆𝑙𝑛𝐶𝑅−𝐶𝑖𝑡 + 𝛿3∆𝑙𝑛𝑃𝑖𝑡 + 𝛿4∆𝑊𝑟𝑖𝑡  +  𝛿5∆𝑙𝑛𝑈𝑖𝑡 + 
𝛿6∆𝐶𝑃𝐼𝑖𝑡 + 𝛿7∆𝑙𝑛𝐷𝑖𝑡 +  𝛿8∆𝑙𝑛𝐸𝑟𝑌𝑀𝑖𝑡 +  ∆𝑣𝑖𝑡     (13) 

∆𝑙𝑛𝐶𝑅𝑟𝑖𝑡  =  𝛿1∆𝑙𝑛𝐶𝑅𝑟𝑖𝑡 −1 +  𝛿2∆𝑙𝑛𝐶𝑅𝑟−𝐶𝑖𝑡 +  𝛿3∆𝑙𝑛𝑃𝑖𝑡  +  𝛿4∆𝑊𝑟𝑖𝑡 +  𝛿5∆𝑙𝑛𝑈𝑖𝑡 +  𝛿6∆𝐶𝑃𝐼𝑖𝑡  
+ 𝛿7∆𝑙𝑛𝐷𝑖𝑡 +  𝛿8∆𝑙𝑛𝐸𝑟𝑌𝑀𝑖𝑡 +  ∆𝑣𝑖𝑡 (14) 

∆𝑙𝑛𝐶𝑅𝑏𝑖𝑡  =  𝛿1∆𝑙𝑛𝐶𝑅𝑏𝑖𝑡 −1 +  𝛿2∆𝑙𝑛𝐶𝑅𝑏−𝐶𝑖𝑡 +  𝛿3∆𝑙𝑛𝑃𝑖𝑡  +  𝛿4∆𝑊𝑟𝑖𝑡 +  𝛿5∆𝑙𝑛𝑈𝑖𝑡 +  𝛿6∆𝐶𝑃𝐼𝑖𝑡  
+ 𝛿7∆𝑙𝑛𝐷𝑖𝑡 +  𝛿8∆𝑙𝑛𝐸𝑟𝑌𝑀𝑖𝑡 +  ∆𝑣𝑖𝑡 (15) 

∆𝑙𝑛𝐶𝑅𝑡 ℎ𝑖𝑡  =  𝛿1∆𝑙𝑛𝐶𝑅𝑡 ℎ𝑖𝑡 −1 +  𝛿2∆𝑙𝑛𝐶𝑅𝑡 ℎ−𝐶𝑖𝑡 +  𝛿3∆𝑙𝑛𝑃𝑖𝑡  +  𝛿4∆𝑊𝑟𝑖𝑡 +  𝛿5∆𝑙𝑛𝑈𝑖𝑡 +  
𝛿6∆𝐶𝑃𝐼𝑖𝑡  +   𝛿7∆𝑙𝑛𝐷𝑖𝑡 +  𝛿8∆𝑙𝑛𝐸𝑟𝑌𝑀𝑖𝑡 +  ∆𝑣𝑖𝑡    (16) 

Model 5: There are used the prisoners (P), real wage growth (Wr), the share of 
men aged 15-24 in the population (Pr15_24M), the share of men aged 25-34 in the 
population (Pr25_34M), changes in the consumer prices index (CPI), the share of 
the persons with tertiary education in the population (E)  and registered divorce (D).  

∆𝑙𝑛𝐶𝑅𝑖𝑡 = 𝛿1∆𝑙𝑛𝐶𝑅𝑖𝑡 −1 + 𝛿2∆𝑙𝑛𝐶𝑅−𝐶𝑖𝑡 + 𝛿3∆𝑙𝑛𝑃𝑖𝑡 + 𝛿4∆𝑊𝑟𝑖𝑡  +  
𝛿5∆𝑙𝑛𝑃𝑟15_24𝑀𝑖𝑡 + 𝛿6∆𝑙𝑛𝑃𝑟25_34𝑀𝑖𝑡 +  𝛿7∆𝐶𝑃𝐼𝑖𝑡  +  𝛿8∆𝑙𝑛𝐸𝑖𝑡 +  𝛿9∆𝑙𝑛𝐷𝑖𝑡 +  ∆𝑣𝑖𝑡   (17) 

∆𝑙𝑛𝐶𝑅𝑟𝑖𝑡  =  𝛿1∆𝑙𝑛𝐶𝑅𝑟𝑖𝑡 −1 +  𝛿2∆𝑙𝑛𝐶𝑅𝑟−𝐶𝑖𝑡 +  𝛿3∆𝑙𝑛𝑃𝑖𝑡  +  𝛿4∆𝑊𝑟𝑖𝑡 +  𝛿5∆𝑙𝑛𝑃𝑟15_24𝑀𝑖𝑡 

+ 𝛿6∆𝑙𝑛𝑃𝑟25_34𝑀𝑖𝑡 +  𝛿7∆𝐶𝑃𝐼𝑖𝑡  +  𝛿8∆𝑙𝑛𝐸𝑖𝑡 +  𝛿9∆𝑙𝑛𝐷𝑖𝑡 +  ∆𝑣𝑖𝑡 (18)
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∆𝑙𝑛𝐶𝑅𝑏𝑖𝑡  =  𝛿1∆𝑙𝑛𝐶𝑅𝑏𝑖𝑡 −1 +  𝛿2∆𝑙𝑛𝐶𝑅𝑏−𝐶𝑖𝑡 +  𝛿3∆𝑙𝑛𝑃𝑖𝑡  +  𝛿4∆𝑊𝑟𝑖𝑡 +  𝛿5∆𝑙𝑛𝑃𝑟15_24𝑀𝑖𝑡 

+ 𝛿6∆𝑙𝑛𝑃𝑟25_34𝑀𝑖𝑡 +  𝛿7∆𝐶𝑃𝐼𝑖𝑡  +  𝛿8∆𝑙𝑛𝐸𝑖𝑡 +  𝛿9∆𝑙𝑛𝐷𝑖𝑡 +  ∆𝑣𝑖𝑡        (19) 

∆𝑙𝑛𝐶𝑅𝑡 ℎ𝑖𝑡 = 𝛿1∆𝑙𝑛𝐶𝑅𝑡 ℎ𝑖𝑡 −1 + 𝛿2∆𝑙𝑛𝐶𝑅𝑡 ℎ−𝐶𝑖𝑡 + 𝛿3∆𝑙𝑛𝑃𝑖𝑡 + 𝛿4∆𝑊𝑟𝑖𝑡 + 
𝛿5∆𝑙𝑛𝑃𝑟15_24𝑀𝑖𝑡 + 𝛿6∆𝑙𝑛𝑃𝑟25_34𝑀𝑖𝑡 +  𝛿7∆𝐶𝑃𝐼𝑖𝑡  +  𝛿8∆𝑙𝑛𝐸𝑖𝑡 +  𝛿9∆𝑙𝑛𝐷𝑖𝑡 +  ∆𝑣𝑖𝑡    (20) 

 

Model 6: There are used the prisoners (P), real wage growth (Wr), the share of 
males aged 15-24 in the population (Pr15_24M), the change in the consumer price 
index (CPI) and Urbanization rate (U). 

∆𝑙𝑛𝐶𝑅𝑖𝑡  =  𝛿1∆𝑙𝑛𝐶𝑅𝑖𝑡 −1 +  𝛿2∆𝑙𝑛𝐶𝑅−𝐶𝑖𝑡 +  𝛿3∆𝑙𝑛𝑃𝑖𝑡  +  𝛿4∆𝑊𝑟𝑖𝑡 +  𝛿5∆𝑙𝑛𝑃𝑟15_24𝑀𝑖𝑡 +  
𝛿6∆𝐶𝑃𝐼𝑖𝑡  +  𝛿7∆𝑙𝑛𝑈𝑖𝑡 +  ∆𝑣𝑖𝑡            (21) 

∆𝑙𝑛𝐶𝑅𝑟𝑖𝑡  =  𝛿1∆𝑙𝑛𝐶𝑅𝑟𝑖𝑡 −1 +  𝛿2∆𝑙𝑛𝐶𝑅𝑟−𝐶𝑖𝑡 +  𝛿3∆𝑙𝑛𝑃𝑖𝑡  +  𝛿4∆𝑊𝑟𝑖𝑡 +  𝛿5∆𝑙𝑛𝑃𝑟15_24𝑀𝑖𝑡 +   
𝛿6∆𝐶𝑃𝐼𝑖𝑡  +  𝛿7∆𝑙𝑛𝑈𝑖𝑡 +  ∆𝑣𝑖𝑡            (22) 

∆𝑙𝑛𝐶𝑅𝑏𝑖𝑡  =  𝛿1∆𝑙𝑛𝐶𝑅𝑏𝑖𝑡 −1 +  𝛿2∆𝑙𝑛𝐶𝑅𝑏−𝐶𝑖𝑡 +  𝛿3∆𝑙𝑛𝑃𝑖𝑡  +  𝛿4∆𝑊𝑟𝑖𝑡 +  𝛿5∆𝑙𝑛𝑃𝑟15_24𝑀𝑖𝑡 +   
𝛿6∆𝐶𝑃𝐼𝑖𝑡  +  𝛿7∆𝑙𝑛𝑈𝑖𝑡 +  ∆𝑣𝑖𝑡            (23) 

∆𝑙𝑛𝐶𝑅𝑡 ℎ𝑖𝑡  =  𝛿1∆𝑙𝑛𝐶𝑅𝑡 ℎ𝑖𝑡 −1 +  𝛿2∆𝑙𝑛𝐶𝑅𝑡 ℎ−𝐶𝑖𝑡 +  𝛿3∆𝑙𝑛𝑃𝑖𝑡  +  𝛿4∆𝑊𝑟𝑖𝑡 +  𝛿5∆𝑙𝑛𝑃𝑟15_24𝑀𝑖𝑡 

+   𝛿6∆𝐶𝑃𝐼𝑖𝑡  +  𝛿7∆𝑙𝑛𝑈𝑖𝑡 +  ∆𝑣𝑖𝑡            (24) 

 

Model 7: There are used the prisoners (P), Urbanization rate (U), the change in the 
consumer prices index (CPI) and the employment rate of men aged 15-24 years 
(ErYM).  

∆𝑙𝑛𝐶𝑅𝑖𝑡  =  𝛿1∆𝑙𝑛𝐶𝑅𝑖𝑡 −1 +  𝛿2∆𝑙𝑛𝐶𝑅−𝐶𝑖𝑡 +  𝛿3∆𝑙𝑛𝑃𝑖𝑡  +  𝛿4∆𝑙𝑛𝑈𝑖𝑡 +  𝛿5∆𝐶𝑃𝐼𝑖𝑡  +  𝛿6∆𝑙𝑛𝐸𝑟𝑌𝑀𝑖𝑡 +  
∆𝑣𝑖𝑡               (25) 

∆𝑙𝑛𝐶𝑅𝑟𝑖𝑡  =  𝛿1∆𝑙𝑛𝐶𝑅𝑟𝑖𝑡 −1 +  𝛿2∆𝑙𝑛𝐶𝑅𝑟−𝐶𝑖𝑡 +  𝛿3∆𝑙𝑛𝑃𝑖𝑡  +  𝛿4∆𝑙𝑛𝑈𝑖𝑡 +  𝛿5∆𝐶𝑃𝐼𝑖𝑡  +  
𝛿6∆𝑙𝑛𝐸𝑟𝑌𝑀𝑖𝑡 + ∆𝑣𝑖𝑡             (26) 

∆𝑙𝑛𝐶𝑅𝑏𝑖𝑡  =  𝛿1∆𝑙𝑛𝐶𝑅𝑏𝑖𝑡 −1 +  𝛿2∆𝑙𝑛𝐶𝑅𝑏−𝐶𝑖𝑡 +  𝛿3∆𝑙𝑛𝑃𝑖𝑡  +  𝛿4∆𝑙𝑛𝑈𝑖𝑡 +  𝛿5∆𝐶𝑃𝐼𝑖𝑡  +  
𝛿6∆𝑙𝑛𝐸𝑟𝑌𝑀𝑖𝑡 +  ∆𝑣𝑖𝑡             (27) 

∆𝑙𝑛𝐶𝑅𝑡 ℎ𝑖𝑡  =  𝛿1∆𝑙𝑛𝐶𝑅𝑡 ℎ𝑖𝑡 −1 +  𝛿2∆𝑙𝑛𝐶𝑅𝑡 ℎ−𝐶𝑖𝑡 +  𝛿3∆𝑙𝑛𝑃𝑖𝑡  +  𝛿4∆𝑙𝑛𝑈𝑖𝑡 +  𝛿5∆𝐶𝑃𝐼𝑖𝑡  +  
𝛿6∆𝑙𝑛𝐸𝑟𝑌𝑀𝑖𝑡 +  ∆𝑣𝑖𝑡             (28) 
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 Model 8: There are used the prisoners (P), real wage growth (Wr), the share of 
men aged 35-44 in the population (Pr35_44M), the change in the consumer price 
index (CPI), the share of the persons with tertiary education in the population (E) 
and the registered divorce ( D). 

∆𝑙𝑛𝐶𝑅𝑖𝑡  =  𝛿1∆𝑙𝑛𝐶𝑅𝑖𝑡 −1 +  𝛿2∆𝑙𝑛𝐶𝑅−𝐶𝑖𝑡 +  𝛿3∆𝑙𝑛𝑃𝑖𝑡  +  𝛿4∆𝑊𝑟𝑖𝑡 +  𝛿5∆𝑙𝑛𝑃𝑟35_44𝑀𝑖𝑡 +  
𝛿6∆𝐶𝑃𝐼𝑖𝑡  +  𝛿7∆𝑙𝑛𝐸𝑖𝑡 +  𝛿8∆𝑙𝑛𝐷𝑖𝑡 +  ∆𝑣𝑖𝑡     (29) 

∆𝑙𝑛𝐶𝑅𝑟𝑖𝑡  =  𝛿1∆𝑙𝑛𝐶𝑅𝑟𝑖𝑡 −1 +  𝛿2∆𝑙𝑛𝐶𝑅𝑟−𝐶𝑖𝑡 +  𝛿3∆𝑙𝑛𝑃𝑖𝑡  +  𝛿4∆𝑊𝑟𝑖𝑡 +  𝛿5∆𝑙𝑛𝑃𝑟35_44𝑀𝑖𝑡 +   
𝛿6∆𝐶𝑃𝐼𝑖𝑡  +  𝛿7∆𝑙𝑛𝐸𝑖𝑡 +  𝛿8∆𝑙𝑛𝐷𝑖𝑡 +  ∆𝑣𝑖𝑡     (30) 

∆𝑙𝑛𝐶𝑅𝑏𝑖𝑡  =  𝛿1∆𝑙𝑛𝐶𝑅𝑏𝑖𝑡 −1 +  𝛿2∆𝑙𝑛𝐶𝑅𝑏−𝐶𝑖𝑡 +  𝛿3∆𝑙𝑛𝑃𝑖𝑡  +  𝛿4∆𝑊𝑟𝑖𝑡 +  𝛿5∆𝑙𝑛𝑃𝑟35_44𝑀𝑖𝑡 +   
𝛿6∆𝐶𝑃𝐼𝑖𝑡  +  𝛿7∆𝑙𝑛𝐸𝑖𝑡 +  𝛿8∆𝑙𝑛𝐷𝑖𝑡 +  ∆𝑣𝑖𝑡     (31) 

∆𝑙𝑛𝐶𝑅𝑡 ℎ𝑖𝑡  =  𝛿1∆𝑙𝑛𝐶𝑅𝑡 ℎ𝑖𝑡 −1 +  𝛿2∆𝑙𝑛𝐶𝑅𝑡 ℎ−𝐶𝑖𝑡 +  𝛿3∆𝑙𝑛𝑃𝑖𝑡  +  𝛿4∆𝑊𝑟𝑖𝑡 +  𝛿5∆𝑙𝑛𝑃𝑟35_44𝑀𝑖𝑡 

+ 𝛿6∆𝐶𝑃𝐼𝑖𝑡  +  𝛿7∆𝑙𝑛𝐸𝑖𝑡 +  𝛿8∆𝑙𝑛𝐷𝑖𝑡 +  ∆𝑣𝑖𝑡 (32) 

To analyse, we utilised Arellano and Bond’s one-step first difference estimator. 
The original level lag (t-2, t-3, t-4 ... t-n) was used as an instrument for the en-
dogenous variables. Furthermore, we tested the instrument validity by Sargan’s J 
statistic. The null hypothesis assumes that the instruments used are valid. Hence, 
the null hypothesis may not be rejected (P> 0.05) under the conditions of the valid 
instruments. 

Regarding to the autocorrelation, we used the Arellano and Bond test. Here, the 
null hypothesis for the first AR(1) and the second AR(2) - order is based on the 
absence of autocorrelation. Therefore, the null hypothesis should not be rejected 
(P> 0.05) for second-order AR(2) and be rejected (P< 0.05) for firstorder AR(1), 
respectively. Consequently, if the conditions of both mentioned tests were met, we 
considered the model valid. 




